
Artificial Intelligence•

How Swiss banks should deal with it from a legal 
and governance point of view

David Rosenthal, Partner, VISCHER Ltd.
June 6, 2024



2

We all know the headlines …

nytimes.com

www.itpro.com

www.bloomberg.com

www.hbr.org

securiti.ai

www.techtarget.com



• AI is not new

• Any system that has also been "trained" is AI (legally speaking)

• AI already widely in use, e.g., OCR, face-login, translation, AML

• New: "general purpose" AI, increased capabilities and availability

• AI compliance issues are not new, either

• Governing providers, protection of CID, secondary use of data, 
detecting errors, protecting reputation, risk-based decisions

• New: More SaaS, uncertainty in applying existing rules, new use 
cases and balancing of interest issues, regulatory activism

• AI will "disappear", as it becomes ubiquitous (like the net)

• But we need to get AI literate and do our home-work
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Reality Check I

July 25, 1994 (time.com, 
Cover: James Porto)
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AI Act is about 
product safety; 
can also apply 
in Switzerland

Copyright often 
no issue when 
using common 
sense

The usual stuff 
when dealing 
with personal 
data – make 
sure you keep 
control, in 
particular when 
using third 
parties

This is critical –
to whom do you 
disclose highly 
confidential 
customer data?

What regulators 
love to impose 
upon you even 
without a legal 
basis …

vischerlnk.com/ai-
compliance-short



• You as a Swiss bank will be subject to the AI Act if … 

• You develop AI products and services for use in the EU

• You use AI where the output is intended for use in the EU

• But not if your AI runs in the EU or affects people in the EU

• Under the AI Act, you will have special restrictions if …

• You have a prohibited AI use cases (e.g., AI emotion recognition 
in the workplace [e.g., call center], manipulation by use of AI)

• You have a high-risk AI use case (e.g., AI assessments of own 
employees and in education, AI creditworthiness assessments)

• Beyond that, there are very limited transparency obligations 

• E.g., emotion recognition, watermarking, deep fakes
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Key takeaways on the EU AI Act

vischerlnk.com/ai-act-uc

See AI Act Check at  
vischerlnk.com/gaira
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FDPIC Expectations re AI

https://www.edoeb.admin.ch/edoeb/en/home/
kurzmeldungen/2023/20231109_ki_dsg.html, 
archived at https://perma.cc/9C5A-6CCH



1. Clear roles and responsibilities and risk management processes 
must be defined and implemented. The responsibility for decisions 
cannot be delegated to AI or third parties. Everyone involved 
must have sufficient expertise in AI.

2. When developing, training, and using AI, institutions need to ensure 
that the results are sufficiently accurate, robust, and reliable. 
Both the data and the models as well as the results need to be open 
to critical questioning.

3. Institutions must ensure that the results of an application are 
explainable and use of the application is transparent, in 
accordance with the recipient, relevance and process integration.

4. Institutions must avoid unjustified discrimination. 
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FINMA Expectations re AI

https://vischerlnk.com/
3wAXidy



• Example 1: Being transparent when using AI

• Make any use of DeepL, text recognition, ChatGPT transparent? 

• Instead: Do people have to expect that AI will be used in that 
way without special notice? Is it necessary for assessing risks?

• Example 2: Non-discrimination by AI

• We have no law that generally prohibits discrimination in the 
private sector in Switzerland (e.g., when granting credit)

• Example 3: Explainability of AI results

• We can explain the principle, but often not the specific results

• Instead: Can we justify AI decisions with our own human mind? 

• FINMA's fear: Decisions that are no longer verifiable ex-post
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Reality Check II

See our blog and sample
"AI Declaration" at 

vischerlnk.com/3KuXeiN



• Analyzing a CV of a job candidate using a provider-hosted LLM

• Have we contracted the AI provider in a manner that permits 
the processing of personal data? Will it not re-use our data?

• Are we processing the personal data for the purpose for which 
we collected it?

• Do job candidates have to expect us to do this or do we need to 
tell them? Is it covered by our privacy notice?

• Is it fair/proportionate for us to analyze a CV in this manner?

• Is the personal data accurate in view of the purpose of 
processing?

• Is there a relevant automated individual decision taken?
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Use Case 1: Analysis of CV
vischerlnk.com/ai-

provider-check

Warning: Such use of 
AI is a "high risk" use 
case under the AI Act



• How risky is the bot's topic, really? Is it ensured 
that the bot will stick to this topic? How well is it tested?

• Is the chatbot limited to own, curated data (so-called RAG)? 

• How is the reliability of the chatbot's answers communicated 
to the user? Via a general disclaimer on the website (weaker) or 
by aligning the chatbot on how to formulate its answers and 
avoid providing advice/promises for individual cases (stronger)? 

• Is escalation to a human being planned? Through keywords 
etc. and confidence thresholds? Via a standard disclaimer?

• What measures are in place to prevent (undesirable) bias?

• Is logging in place? Are the logs and user feedback evaluated?
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Use Case 2: Website chatbot

Why wouldn't it 
have to pay? 

Would it not have 
to pay for the 

wrong advice by a 
call agent?

Source: 
WashingtonPost.com



• Have a foundation with proper, robust data management

• Have the tasks, authority and responsibilities (AKV) in 
relation to AI regulated

• Decide on your AI principles and issue an AI policy – and use it 
to enable users and make them "safe", not only to restrict

• Train for safe and responsible use of AI and provide for AI 
literacy – up to the board

• Map and track your use of AI – and assess it (e.g., AI Act, 
FINMA requirements)

• Include AI in your risk management process – but follow a 
risk-based approach (most use cases will be low or medium 
risk, but you need to understand the unique AI risks)
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AI Governance: Six steps you should take …

See our blog and our AI risk 
assessment tool GAIRA 

(also includes AI Act Check)
vischerlnk.com/4bF85CW

& vischerlnk.com/gaira

See our blog on the AI Act
and a cheat-sheet at 

vischerlnk.com/3TKWj2e
& vischerlnk.com/ai-act-uc
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Thank you for your attention!

Questions: david.rosenthal@vischer.com
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