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We all know the headlines …

nytimes.com

www.itpro.com

www.hbr.org

securiti.ai

www.techtarget.com
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• More work

• More learning

• More concerns

• There is good and bad news for us …
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What does that mean for us?
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• The bad news

• Internal pressure to move ahead with AI projects

• Not only from IT, but also from the top and the business

• "Tell us whether this is legally ok and what we need to do."

• The good news

• The wave is already leveling off (see Gartner Hype Cycle)

• Most projects are only "proof of concepts" that will not survive

• Get basic infrastructure approved, so there is safe playground

• Provide for "sandboxes" for experimental use of AI

• Establish a risk-based approach; also define "irrelevant" AI

• But: Going through detailed AI risks helps identifying gaps
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More work
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Risk-based approach?

vischerlnk.com/gaira
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• As per the EU AI Act "a machine-based system that is designed 
to operate with varying levels of autonomy and that may exhibit 
adaptiveness after deployment, and that, for explicit or implicit 
objectives, infers, from the input it receives, how to generate 
outputs such as predictions, content, recommendations, or 
decisions that can influence physical or virtual environments"

• The only practically relevant element is "autonomy"

• In simple terms: An IT system that has been trained on 
how to decide, not only used programmed logic …

• But: The definition is flawed …

• Every copy machine is AI (OCR); what about linear regression?

• Complexity or automated decision-making should be the test
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What is AI after all?
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• The bad news

• To assess the compliance of AI applications, we need to 
understand them, at least to a certain extent

• It is not only about technology, but also mathematics …

• AI is developing so fast, it is almost impossible to stay up-to-date

• The good news

• You can (and should) push back to your team

• The basic concepts are not all too complicated

• There are a lot of materials to explain the "magic" … 

• And: Even the experts do not fully understand why advanced AI 
is able to do what it does …
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More learning
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Large language models?

vischerlnk.com/3TuhLcg

How does a large language 
model work and what is 

really stored in it?

vischerlnk.com/3Wy7gGQ

Does a large language model 
contain personal data?

vischerlnk.com/3SlcIum
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• The bad news

• Since (in particular generative) AI is a black box for many of us, 
we do not know how to assess the risks and apply our rules

• The supervisory authorities face the same challenges

• We need more information or apply stricter rules than necessary

• E.g., on automated decisions, non-discrimination, transparency

• The good news

• We will get used to AI (now that we are aware of it) and treat it 
as any other means to do things (much like with the Internet)

• Companies realize that "ethical" use of AI is often a buzz-word

• The existing rules continue to apply and mostly work very well
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More concerns

July 25, 1994 (time.com, 
Cover: James Porto)
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FDPIC Expectations re AI

https://www.edoeb.admin.ch/edoeb/en/home/
kurzmeldungen/2023/20231109_ki_dsg.html, 
archived at https://perma.cc/9C5A-6CCH

Be ready to say NO 
and stay reasonable!
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• 1st question: What do we do with personal data using AI? 

• Have we informed the data subjects about this in our privacy 
policy, in particular the purpose?

• Did they have to expect this when we received their data?

• Is what we are doing reasonably acceptable? Do we remain 
proportionate with regard to the purpose? Are important 
decisions being made or, if asked, scrutinized by a human being?

• Is the data that we (re-)use correct and complete for our 
purposes (to the extent that we rely on it at all)?

• Can we guarantee the rights of data subjects where necessary 
(e.g., where information, deletion or corrections are requested)?

• Public bodies & GDPR: Does our legal basis cover the use of AI, 
or do we have consent?
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Data Protection Compliance #1

vischerlnk.com/3IdAymb
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• 2nd question: Who do we entrust with our personal data for 
processing, and what does this person do with it?

• Becomes an issue when third-party providers (Microsoft, OpenAI, 
Google etc.) are used

• Check for a Data processing agreement (DPA) incl. appropriate 
data security, international transfer, use of your personal data for 
own training and abuse monitoring purposes

• Issue #1: Lack of maturity

• Issue #2: Lack of transparency

• Issue #3: Constant changes

• Example: Microsoft "Copilot with commercial data protection"

• DPA finally available? Automatic activation? Abuse monitoring?
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Data Protection Compliance #2

vischerlnk.com/ai-
provider-check
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AI Act is about 
product safety; 
can also apply 
in Switzerland

Copyright often 
no issue when 
using common 
sense

The usual stuff 
when dealing 
with personal 
data – make 
sure you keep 
control of it, in 
particular when 
using third 
party providers

This is critical –
to whom do you 
disclose highly 
confidential 
customer data?

What regulators 
love to impose 
upon you even 
without a legal 
basis …

vischerlnk.com/ai-
compliance-short
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• A robust data management is the basis of all – push for it

• Regulate the tasks, authority and responsibilities ("AKV")
in relation to AI (AI officer not needed, a committee may help)

• Decide on your AI principles and issue an AI policy – use it to 
enable users and make them "safe", not only to restrict them

• Train for safe, legal and responsible use of AI, and provide for 
AI literacy – up to the board

• Map and track your use of AI – and assess it (e.g., AI Act, 
FINMA requirements, if applicable, vischerlnk.com/3z7ZJG4)

• Include AI in your risk management process – but follow a 
risk-based approach (most use cases will be low or medium 
risk, but you need to understand the unique risks of AI)
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You need to get AI under control? Six steps …

See our blog and our AI risk 
assessment tool GAIRA 

(also includes AI Act Check)
vischerlnk.com/4bF85CW

& vischerlnk.com/gaira

See our piece on the AI Act
and a cheat-sheet at 

vischerlnk.com/3ZkPOYh
& vischerlnk.com/ai-act-uc

See our blog at
vischerlnk.com/3zjTL4R
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Thank you for your attention!

Questions: david.rosenthal@vischer.com
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