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• AI is not new

• Any system that has also been "trained" is AI (legally speaking)

• AI is already widely used, e.g., OCR, face-login, translation, AML

• New: "general purpose" AI, increased capabilities and availability

• Most laws relevant for AI are not new, either

• Data protection, protecting business and professional secrets

• Copyright law

• Contract law

• Competition law

• Nor are reputational issues, fear and uncertainty whenever 
there is disruptive use of technology we are not used to …
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Let's start with a  reality check

Example: The Swiss 
Data Protection Act 

already regulates 
automated decision 

making
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AI Act is about 
product safety; 
can also apply 
in Switzerland

Copyright is 
often no issue 
when using 
common sense

The usual stuff 
when dealing 
with personal 
data – make 
sure you keep 
control, in 
particular when 
using third 
parties

This is critical –
to whom do you 
disclose highly 
confidential 
customer data?

The questions 
you may also 
want to ask 
yourself …

vischerlnk.com/ai-
compliance-short
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• As a Swiss company you will be subject to the AI Act if … 

• You develop AI products and services for use in the EU

• You use AI where the output is intended for use in the EU

• But not if your AI runs in the EU or affects people in the EU

• Under the AI Act, you will have special restrictions if …

• You have a prohibited AI use case (e.g., AI emotion recognition 
in the workplace, classifying certain aspects based on biometrics)

• You have a high-risk AI use case (e.g., AI assessments of own 
employees and in education, AI creditworthiness assessments)

• Beyond that, there are very limited transparency obligations 

• E.g., emotion recognition, watermarking, deep fakes
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What is really new: The EU AI Act

vischerlnk.com/ai-act-uc

See AI Act Check at  
vischerlnk.com/gaira
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• Example 1: "Any use of AI has to be transparent"

• Instead: Do people have to expect that AI will be used in that 
way without special notice? Is it necessary for assessing risks?

• Example 2: "AI should never discriminate people."

• Switzerland: We have no law generally prohibiting discrimination

• Example 3: "Any AI result should be explainable"

• We can explain the principle, but often not the specific results

• Instead: Can we justify AI decisions with our own human mind?

• Example 4: "AI should not take decisions"

• Instead: Oversight and responsibility needs to remain human
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Some buzzwords …

See our blog and sample
"AI Declaration" at 

vischerlnk.com/3KuXeiN
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• Initial reaction

• AI needs to (and can) be regulated to get it under control

• Using AI in an "ethical" manner is key

• Some rush in regulating without fully understanding the effects

• Meanwhile …

• We take a more nuanced view; existing law handles unwanted 
effects already well (→ Federal Council to provide its report)

• "Ethical AI" has been replaced by "Responsible AI" and often 
downgraded to what is necessary for compliance & reputation

• We start to understand that broad regulations such as the EU AI 
Act may not be as good as intended; we should rather focus on 
very specific areas of regulation and enforce existing laws …

6

What we see with all sobriety …
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July 25, 1994 (time.com, 
Cover: James Porto)



• For those offering AI products

• Understand the impact of the GDPR, the EU AI Act and copyright 
law on your product offerings, avoid "high risk" AI Systems

• Document your efforts in training & testing your products, know 
the components you rely on, and be able to answer questions

• Have your supply chain under control

• Be ready to take certain risks

• For those using AI products

• Have proper governance for the AI stuff your staff wants to
use, including an inventory and a proper risk management

• Challenge your providers, and do your compliance homework

• Have your staff become AI literate, including management
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Some recommendations
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vischerlnk.com/ai-policy-short

vischerlnk.com/ai-riskcheck



• Switzerland to position itself

• The Federal Council's report is expected tomorrow

• My expectation: Only limited, specific changes to existing law

• Use law to give Switzerland a competitive advantage?

• More heavy regulation on the part of the EU 

• Not limited to AI, but also concerning other digital topics,
such as cybersecurity and online services

• Increasing compliance costs, big business for audit firms 
and advisors, and the de-facto global standard

• Supervisory authorities get active, courts start ruling

• Examples: FINMA, pending court decision on inventions by AI
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What is to come
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https://www.kaizenner.eu/post/digital-factsheet-vol-3 

"The Blue Wall"

https://www.kaizenner.eu/post/digital-factsheet-vol-3
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Thank you for your attention!

Questions: david.rosenthal@vischer.com
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